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ABSTRACT

An assessment of the eastern North Pacific stock of gray whales (Eschrichtius robustus) is conducted using a variant of the Bayesian stock
assessment method of Wade (2002). This variant is based on the BALEEN II population dynamics model and uses parameters whose values
are more familiar to members of the International Whaling Commission’s Scientific Committee. The sensitivity of the results to changes
to some of the specifications used in the assessment is examined. The results are shown to be relatively insensitive to the first year
considered in the analysis and the year for which a prior on absolute abundance is specified. An alternative Bayesian assessment method
which involves projecting the population forward from pre-exploitation equilibrium in 1600 is also considered. As expected from previous
assessments, results from this method are unable to mimic the recent trends in absolute abundance obtained from shore counts and are
inconsistent with the fact that the fishery was commercially extinct by the end of the 19th Century. Allowing for underestimation of
historical commercial and aboriginal catches provides improved consistency with recent trends in abundance but does not resolve these
problems completely. The impact of process error (in the form of temporally correlated fluctuations in calf survival) on the dynamics of
the population is found to be largely inconsequential in terms of resolving the inconsistency between historical catches and recent estimates
of abundance.
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INTRODUCTION
Assessments of the eastern North Pacific stock of gray
whales based on the assumption that the population was at its
pre-exploitation equilibrium level in 1846 are unable to
mimic the virtual doubling in abundance inferred from the
survey estimates from 1967-1994. Various authors (e.g.
Reilly, 1981; Cooke, 1986; Lankester and Beddington, 1986;
Mathews, 1986; Butterworth et al., 2002) have examined
hypotheses related to why the fits of population models to
the abundance data are poor. These include changes in
environmental carrying capacity, the disruptive influence of
intensive whaling on the breeding rate, underestimated
historical commercial catches, an overestimate of the recent
rate of population growth and inadequate allowance for
historical aboriginal catches. However, none of these
explanations in isolation seem particularly likely because the
magnitude of the required difference from the ‘conventional
wisdom’ of no such ‘errors’ is large. For example,
Butterworth et al. (2002) found that only if the
environmental carrying capacity was currently 250% (or
more) than that in 1846 (and MSYRexp 44%, where 5+
animals constitute the exploitable component of the
population) is it possible to reconcile the catch history with
the abundance data. They also showed that the requisite
magnitude of the factors that they considered became
smaller if more than one applied. Wade (2002) and Wade
and DeMaster (1996) assessed the stock, but made no
attempt to fit a population model to the entire period of
exploitation, relying instead on the assumption of a stable
age-structure at the start of 1968.

The assessments of Wade (2002) and Wade and DeMaster
(1996) are based on the population model used by Breiwick
et al. (1984) to assess the Bering-Chukchi-Beaufort Seas

(B-C-B) stock of bowhead whales. This paper instead uses
the BALEEN II population dynamics model (Punt, 1999).
This population model has been used extensively in recent
assessments of the bowhead stock (e.g. Givens et al., 1993;
Butterworth and Punt, 1995) and is parameterised in terms of
MSYR and MSYL, parameters with whose values most
members of the Scientific Committee are rather more
familiar than those of the Breiwick et al. (1984) model
(l and z). 

This paper first outlines the method used by Wade (2002)
as applied here using the BALEEN II model (the base-case
analysis). It then contrasts the results of this analysis with
those of Wade (2002). The primary intent of the paper,
however, is to consider the sensitivity of the results of this
base-case analysis to variations in its specifications. In
particular, sensitivity is examined to changing the year in
which the population is assumed to have had a stable
age-structure, changing the year for which a prior
distribution for the (1+) population size is specified,
allowing for underestimation of historical commercial and
aboriginal catches, and incorporating ‘process error’ in the
form of a stochastic term in the annual calf survival rate.

DATA AND METHODS

The base-case assessment
The philosophy underlying the Bayesian assessments of
Wade (2002) and Wade and DeMaster (1996) is to place a
prior distribution on the abundance in a particular year (1968
in those assessments) and to assume that the population had
a stable age-structure at the start of that year. The population
is then projected forwards from 1968 to 1996 and the
likelihood for the projection is calculated. The only data
included in the likelihood function are the estimates of
abundance (Table 1). The catch data (commercial and

1 A version of this paper was submitted as SC/49/AS3 to the 1997
meeting of the IWC Scientific Committee. 
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aboriginal) used when projecting the population forwards
over this period are listed in Tables 2 and 3. The posterior
distributions for the quantities of interest to management are
computed using the SIR algorithm (Rubin, 1987; Gelman et
al., 1995). A total of 500,000 iterations of this algorithm are

used for the calculations of this paper to ensure that adequate
numerical representations of the posterior distributions of
interest are achieved.

A disadvantage, when working with an age-structured
population model (such as BALEEN II), of initiating
population trajectories in a year (here 1968) subsequent to
the onset of exploitation is that it is then no longer possible
to generate the starting age-structure under the assumption of
unharvested equilibrium. Instead it becomes necessary to
assume a stable age structure, which in turn involves
specifying the effective ‘rate of increase’ (g) that applies to
each age-class. There are two components contributing to g,
one relating to the overall population rate of increase (g +)
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and the other to the exploitation rate. Under the assumption
in this paper of knife-edge recruitment to the fishery at age
five, only the g + component applies to ages a of 4 or less.
The number of animals of age a at the start of 1968 relative
to the number of calves at that time, N*

1968,a, is therefore
given by the equation:

(1)

where:

sa is the survival rate of animals of age a (assumed to be
independent of sex);

N0 is the number of calves in 19682:

(2)

Pmat is the number of mature animals per calf in 1968:

(3)

A is the resilience parameter;
z is the degree of compensation;
am is the age-at-maturity (note that the summation in

Equation (3) commences from age am+1 to allow for a
one year gestation period);

K̃mat is the number of mature animals at the projected
equilibrium in the absence of future catches3;

fec reflects fecundity (the annual number of births per
mature animal) at pre-exploitation equilibrium; and

x is the maximum age considered.

The value of x (the age at which the numbers-at-age are
accumulated in a plus-group) is set equal to 15 for the
analyses of this paper. This choice is based on computational
convenience; given the assumptions of uniform selectivity
harvesting above age five and a maximum age-at-first
parturition of 10, any choice for x of 10 or larger would lead
to identical results.

Given a specification for the relationship between g and
g +, and if Ng

1968 is a value generated from the prior for the
total (1+) abundance in 1968, the following equation is then
solved for the ‘rate of increase’ effective in 1968, g:

(4)

The value of g is restricted to lie between 0 and 1. This
implies that the 1+ abundance at the start of 1968 is restricted
to be smaller than the projected equilibrium level, K̃1+. Any
draws from the prior distribution for which it is not possible
to satisfy Equation (4) are rejected and assigned zero
likelihood. Given an increasing population, it follows that
0 < g + < g, but it is not immediately clear how a prior
distribution for the ratio g +/gmight be specified. One option

would be to assign an ‘uninformative’ U[0, 1] prior. The
approach taken in this paper is to set g + = 0, i.e. equal to one
of the extremes of its possible range. This choice was made
primarily for computational convenience. Sensitivity of the
results to the assumption of the other extreme (g + = g) is
examined later in the paper.

The assumption of a stable age-structure at the start of
1968 is defensible only if the population was increasing
geometrically at that time. If this is true, the value of g
obtained from solving Equation (4) should be consistent with
the population increase and exploitation rates for the
trajectory in question. This can be checked by comparing the
posterior distribution for g with the posterior distribution for
the effective ‘rate of increase’ (g *) estimated directly from
the population estimates generated by the population model.
This effective ‘rate of increase’ is again defined as the sum
of the actual rate of increase of the population and the
exploitation rate:

(5)
where:

g1 is the average annual increase of the exploitable (5+)
population from 1968 to 1972 as estimated from a
linear regression fit to the logarithms of the model
estimates of (5+) population size over this period;

g2 is the exploitation rate over the period 1959-1968:

(6)

Cy is the catch during year y; and
Nexp

y is the exploitable (5+) population size for year y.

The estimate of the exploitation rate is based on the years
1959-1968, and assumes that the population rate of increase
from 1959-1968 is the same as that from 1968-1972. A
period prior to 1968 is chosen because the age-structure of
the population in 1968 would depend particularly on the size
of the catches in the years immediately preceding. In
principle, g1 should have been calculated for the same years
as the exploitation rate. However, this is not possible because
the population projections start only in 1968.

Fig. 1 presents the posterior distributions for g and g * as
well as the posterior distribution for the difference between
g and g *. The results in this Figure suggest little difference
and hence that the assumption of a stable age-structure at the
start of 1968 is not violated to any substantial extent.

The prior distributions assumed for the analyses are listed
in Table 4. The distributions for the non-calf natural survival
rate (s) which is assumed to be independent of age, the
age-at-maturity (am), the projected equilibrium level (K̃1+),
and the maximum pregnancy rate (rmax) are taken from
Wade (2002). The prior distribution for MSYLmat is selected
(by analogy) as that used in the 1994 assessment of the
B-C-B bowhead stock by the Scientific Committee (IWC,
1995). The prior distribution for MSYRmat is also not based
on the choices made by Wade (2002), but is instead
expanded to capture the whole range of values considered by
Butterworth et al. (2002). The selection of uniform prior
distributions is intended to reflect a lack of information about
the parameters in question.

The analysis does not incorporate a prior distribution for
the survival rate of calves (sc) explicitly. Instead, following
Wade (2002), an implicit prior distribution for this parameter
is calculated from the priors for the five parameters s, am,
rmax, MSYLmat and MSYRmat. For any specific draw from the
prior distributions for these five parameters, the value for sc
is selected so that the relationships imposed by the

2 Equation (2) follows directly from the definition of fecundity (see
Punt, 1999 for further details).
3 Unlike the norm for baleen whale assessments, K̃ is not necessarily
equal to the pre-exploitation size of the resource (hence the ~ notation),
because (for example) this analysis does not preclude a change over
time in the environmental carrying capacity. For this reason, we will
refer to K̃, which corresponds to the current environmental carrying
capacity, as the ‘projected equilibrium level’ for the remainder of this
paper.
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population model among the six parameters are satisfied. If
the resulting value for sc is less than zero or greater than that
of s, the values for s, am, rmax and MSYLmat are drawn again.
Thus, the prior for sc is forced to conform to the intuitive
notion that the survival rate of calves must be lower than that
for older animals (and must be larger than zero). The process
introduces a correlation between survival rate and
age-at-maturity, i.e. it updates these priors to some extent
(Punt and Butterworth, 1999). However, the redrawing
procedure deliberately leaves the original draw for MSYRmat
unchanged, so that the associated uninformative prior is
(intentionally) not updated until information on population
trends is taken into account via the likelihood. A prior
distribution for the age-at-recruitment is not specified.
Instead, all of the analyses of this paper assume knife-edged
recruitment at age five (IWC, 1993; Butterworth et al.,
2002). This assumption has little impact on the results, which
hardly change if a value of four or six is used instead.

It is conventional to denote the shore-count-based
estimates of abundance for these gray whales by the seasons
during which the counts were conducted (e.g. 1968/69).
However, in this paper, the estimates are labelled by the
latter of the two years and they are assumed to be indices of
the numbers at the start of that year – specifically 1+
abundance because the fraction of cow-calf pairs observed is
very small (Shelden et al., 1997). Following the example of
Wade (2002), the 19 estimates in Table 1 are assumed to be
independent estimates of absolute abundance. This treatment
of the data differs from that of Butterworth et al. (2002), who
assumed that the estimate of 21,113 for 1988 (Breiwick et
al., 1988) provided an estimate of absolute abundance while
the remaining abundance estimates were indices of relative
abundance.

Wade (2002) highlights the point that the coefficients of
variation for the shore-count-based estimates of abundance
are clearly negatively biased, although the reason for this is
not fully understood. To account for this, Wade (2002)
followed the example of Butterworth et al. (1993) by
introducing an extra parameter to account for ‘additional
variation’. This practice is followed here so that the
likelihood function (excluding multiplicative constants) is
therefore4:

(7)

where:

Nobs
y is the shore-count-based estimate of the (1+)

abundance at the start of year y;
N̂y is the model-estimate of the (1+) abundance at the

start of year y;
sy is the standard deviation of the logarithm of Nobs

y

(approximated here by its coefficient of variation);
and

CV2
add is the additional variation.

Following the example of Wade (2002), a U[0, 0.35] prior
for CVadd is assumed for the analyses of this paper.

The prior distribution for the (1+) abundance at the start of
1968 is taken to be the same as the sampling distribution for
the survey estimate for 1967/685 (Wade, 2002) and this
estimate is consequently omitted from Equation (7). This is
equivalent to including all of the shore-count-based
estimates of abundance in the likelihood function and
placing a U[0, H) prior on the (1+) abundance at the start of
1968 (Punt and Butterworth, 1999).

Sensitivity tests: underestimation of historical
commercial and aboriginal catches
IWC (1993) examines the implications of the possibilities
that the early (1846-1900) commercial catches and the
historical aboriginal catches may have been underestimated.
The latter possibility is handled in this paper by multiplying
the values in Table 3 by a quantity mA, and similarly the
possibility that the commercial catches prior to 1901 are
underestimated by multiplying them by a quantity mC. 

The bulk of the analyses ignore the possibility that the
historical catches are underestimated (i.e. mC = mA = 1).

4 The assumption of a log-normal distribution for the observation errors
is based on the suggestion of Buckland (1992).
5 The CV for the prior distribution for this abundance estimate includes
a contribution from the additional variation.

Fig. 1. Posterior distributions for g, g* and g 2g* for the base-case
analysis (see text for definitions).
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However, five sensitivity tests examine the implications
of placing prior distributions on mC and mA:

(a) mC ~ U[1,2] and mA ~ U[1,2]
(b) mC = 1 and mA ~ U[1,3]
(c) mC ~ U[1,3] and mA = 1
(d) mC = 1 and mA ~ U[1,5]
(e) mC ~ U[1,5] and mA = 1

The basis for the prior distributions for the first sensitivity
test is the selection of values considered by IWC (1993),
while the other four sets of prior distributions examine the
impact of uncertainty in one of these contributions to the
historical catches only. The upper bounds of the priors are
larger for these sensitivity tests and were chosen to
incorporate the values identified by Butterworth et al. (2002)
as being sufficient to allow the population model to fit the
observed abundance estimates adequately, and to check
sensitivity to the choice of the value for this bound.

The population projections for these sensitivity tests start
in 1600 and assume that the population was at its
pre-exploitation equilibrium level (K) at that time. An
analysis which is based on the assumption that the
population was at its pre-exploitation equilibrium level at the
start of 1600 but assumes that mC = mA = 1 (abbreviation
‘original’) was conducted to assess the extent to which
underestimation of historical catches can improve the fit to
the abundance data.

Sensitivity tests: initial conditions
The base-case analysis involves projecting the population
forwards from the start of 1968 and placing a prior
distribution on the abundance in that year. The choice of the
year 1968 by Wade (2002) is based on computational
convenience. The sensitivity of the results to alternative
choices for the year for which a prior distribution on (1+)
abundance is specified, yprior, and the first year considered in
the analysis, y1

6
, can be explored as follows.

(a) The 1+ abundance at the start of year yprior is generated
from its prior distribution. If yprior is one of the years for
which a shore-count-based estimate of abundance is
available, this prior distribution is taken to be the
sampling distribution for the survey in that year and the
corresponding abundance estimate is omitted from the
likelihood function.

(b) The abundance at the start of year y1 is chosen so that if
the population model is projected from year y1 to year
yprior, the 1+ abundance in year yprior is equal to the value
generated at step (a).

Two sets of sensitivity tests are conducted to explore the
impact of different choices for the years y1 and yprior. The
first set involves fixing y1 to the base-case choice of 1968
and examining the implications of different choices for yprior
in the range [1968, 1996]7. The abbreviations for these
sensitivity tests are ‘yprior = 19??’. The second set of
sensitivity tests involves fixing yprior at 1968 and examining
the implications of different choices for y1 (abbreviation
‘y1 = 19??’).

Sensitivity tests: process error
The base-case analysis assumes that the population
dynamics are deterministic. To examine whether the
inability to fit the abundance data is caused by periods of

better/worse calf survival (the population parameter
considered most likely to be impacted by process error,
S. Reilly, pers. comm.), sensitivity tests are conducted in
which the annual number of calves is multiplied by the factor
eey–s

2
r / 2 where ey ~ N(0;s2

r). To mimic extended periods of
better/worse calf survival, the same multiplicative factor is
applied to the births during each decade of the projection8.
The sensitivity of the results to the choice of the parameter sr

is examined by considering values of 0 (base-case), 0.05, 0.1
and 0.2. 

RESULTS AND DISCUSSION

Management-related quantities
The results are summarised by the values of nine
management-related quantities:

(a) MSYRmat: the Maximum Sustainable Yield Rate (in
terms of harvesting of the mature component of the
population) expressed as a percentage;

(b) K̃1+: the projected equilibrium level for the 1+
component of the population;

(c) Nf
96 / K̃mat: the number of mature females at the start of

1996 expressed as a fraction of that corresponding to the
projected equilibrium level;

(d) Nf
96 / MSYLmat: the number of mature females at the start

of 1996 expressed as a fraction of that at which MSY is
achieved;

(e) Slope: the average annual increase of the total (1+)
population from 1968-1996 as estimated from a linear
regression fit to the logarithms of the model estimates of
(1+) population size over this period;

(f) RY (1996): the 1996 replacement yield;
(g) RY* (1996):

(8)

where MSY is defined in terms of harvesting of the
exploitable component of the population, and N is the
number of mature animals of both sexes;

(h) CVadd: the additional variation expressed as a
coefficient of variation; and

(i) Nf
00 / K̃mat: the number of mature females at the start of

1900 expressed as a fraction of that corresponding to the
projected equilibrium level9.

The depletion of the mature female component of the
population at the start of 1900 is used to assess the extent of
consistency with the perception (Reilly, 1981) that the
population was commercially extinct by the end of the 19th

century.

The base-case analysis
Table 5 contrasts the post-model-pre-data and posterior
distributions for base-case analysis. In addition to quantities
(a)-(h) above, results are presented for the calf and non-calf
survival rates (sc and s respectively), the maximum
pregnancy rate, rmax, MSYLmat, MSYR for harvesting on the
exploitable component of the population, MSYRexp, and the
ratios of the 1996 1+ abundance to K̃1+ and to MSYL1+.
Where possible, the estimates obtained by Wade (2002) are

6 Although these years need not be the same, year y1 must, of course, be
earlier than year yprior. The age-structure at the start of year y1 is
assumed to be stable.
7 If yprior is set equal to 1996, the analysis is analogous to the
‘backwards’ method of Butterworth and Punt (1995).

8 These multiplicative process error terms are also applied to the
age-structure for the first year of the projection, with different values
applying to the cohorts from each decade.
9 Computed only for those analyses for which y151900.
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included in this table. Table 5 also provides the posterior
distribution for the ‘original’ analysis that involves
projecting the population from pre-exploitation equilibrium
in 1600 and ignores any possible underestimation of
historical catches.

Table 5 gives results for the base-case assumption that
g+ = 0 (see Equation (2) and following discussion), and also
for the other extreme of the possible range for an increasing
population: g+ = g. The two sets of results are virtually
identical. This strongly suggests that the assumption g+ = 0
made for this paper (rather than making allowance for the
fact that its value actually lies between 0 and g) does not
introduce a bias of any quantitative consequence for the
results presented.

Of the fourteen quantities in Table 5, only four (Slope, RY
(1996), RY* (1996) and CVadd) are updated markedly by the
data (Fig. 2). Of the remaining eleven, the lower 2.5
percentiles of the distributions for Nf

96 / K̃mat, N
f
96 / MSYLmat,

MSYRmat, N
1+
96 / K̃1+, N1+

96 / MSYL1+, MSYRexp and K̃1+ are
increased by including the abundance estimates in the
analysis. The probability that the mature population size is
larger than MSYLmat is slightly above 50% at 0.53. However,
the posterior distribution for this quantity is very wide (Fig.
3). The status of the resource relative to its projected
equilibrium level is also very uncertain (Fig. 3). There is a
0.15 probability that the resource has reached this level in

terms of the mature component of the population. The
negative value of the lower 2.5 percentile for RY*(1996) for
the post-model-pre-data distribution is a consequence of
transient age-structure effects.

Fig. 4 shows the fits achieved by the base-case and
‘original’ analyses to the abundance estimates. The slope of
a linear regression of the logarithms of the abundance
estimates against time where each data point is weighted by
the inverse of its (sampling) variance is 0.0253 yr21, but this
drops to 0.0241 when additional variation with a CV of 0.14
(the median of the base-case posterior for CVadd) is taken
into account. The median of the posterior distribution for the
‘slope’ statistic for the base-case analysis is 0.0242 which is
almost the same as the latter figure. The median of the
posterior for the ‘slope’ statistic for the ‘original’ analysis
(0.0177) is much smaller than either of these values.

It is not straightforward to compare the base-case results
with those of Wade (2002) because the two sets of analyses
are based on different population models, use different sets
of parameters and make different assumptions regarding
prior distributions. The posterior distribution for the calf
survival rate (sc) differs the most between the two sets of
analyses (Table 5). The reason for this is that Wade (2002)
defined sc differently – as the geometric average survival rate
from birth to maturity rather than the survival rate in the first
year of life. 
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Qualitatively, the results for the ‘original’ analysis differ
markedly from those for the base-case analysis in that the
resource is assessed to have a much lower pre-exploitation
equilibrium level (K) than the projected equilibrium level
(K̃) for the other analyses, and to be currently above K with
high probability (Table 5). The 1996 replacement yield is
consequently assessed to be negative with high probability.
One unrealistic feature of the results for the ‘original’
analysis is that the population size is assessed to have been
fairly large at the start of the 20th century (Table 6); this
would seem to be contradicted by the fact (Reilly, 1981) that
the gray whale population was extinct in terms of
commercial fishing potential at this time. Although the
base-case and ‘original’ analyses differ in terms of
assessments of current status, the posterior distributions for
RY* (1996) are fairly similar.

Sensitivity tests: underestimation of historical
commercial and aboriginal catches
Allowance for underestimation of historical catches (Table
6) improves the fit to the abundance estimates (see ‘slope’
posterior statistics). Of the five analyses which consider such
underestimation, those which allow for underestimation of
commercial catches alone lead to the most realistic results in
terms of the size of the population in 1900, though only the
analysis in which the prior for mC is U[1, 5] results in what

might be considered to be commercial extinction at that time.
The posterior distribution for Nf

00 / K̃mat for this mC ~ U[1, 5]
analysis is very skew. The median is 0.07 but the probability
that Nf

00 / K̃mat > 1 exceeds 30%, so that the mean of this
distribution (0.49) is much larger than the median. The
posterior distributions for the ‘slope’ statistic remain
markedly different from that for the base-case analysis.
Therefore, the introduction of priors for the extent of
underestimation of historical catches as considered in this
paper is insufficient to allow the population model to mimic
the observed trend in the indices of absolute abundance.

Sensitivity tests: initial conditions
The fits to the abundance estimates (as measured by the
median of the posterior distribution for the ‘slope’ statistic)
for the analyses which involve changing the value of yprior,
the year for which a prior on absolute abundance is specified,
from its base-case choice of 1968 are generally as good as
that for the base-case analysis (Table 7a). Some of the
management-related quantities are sensitive to the choice of
yprior. For example, the assessments based on choices of
1972, 1993, 1994 and 1996 suggest a rather lower
probability that the stock has recovered to its MSY level in
terms of the mature component of the population and there is
a decreasing trend in MSYRmat estimates with increasing
yprior. In contrast to the results for Nf

96 / MSYLmat and RY

Fig. 2. Post-model-pre-data and posterior distributions (hashed and solid bars respectively) for the base-case analysis for four quantities of interest
to management.
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(1996), the posterior distribution for RY* (1996) is not
particularly sensitive to the choice of yprior. The reasons for
the sensitivity to the choice of yprior are unclear, but are likely
not related to the data used for assessment purposes because

some of the patterns evident in Table 7a (for example, that
for Nf

96 / MSYLmat) are also evident in statistics of the
post-model-pre-data distributions (Table 7b).

Fig. 3. Posterior distributions for Nf
96 / K̃mat and Nf

96 / MSYLmat from the
base-case analysis.

Fig. 4. Shore-count-based estimates of 1+ abundance for the eastern
north Pacific stock of gray whales (open squares) along with
posterior distributions of 1+ population size for the base-case and
‘original’ analyses. The dotted line joins the posterior medians and
the bars represent posterior 95% credibility limits.
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The results for the analyses that involve changing the first
year considered in the projection (y1) are given in Table 8.
The assumption of a stable age-structure at the start of year
y1 becomes less defensible as y1 is reduced. However, the
influence of violations of this assumption on the dynamics of
the population during the period for which abundance
estimates are available also decreases as y1 is reduced.
Butterworth et al. (1995) assessed the Cape fur seal
population off southern Africa using an approach similar to
that applied here, and selected y1 so that the impact of
transient age-structure effects on the period for which
abundance estimates are available is slight.

The fits to the abundance data (as measured by the median
of the posterior distribution for the ‘slope’ statistic) are worst
for y1 = 1900 and y1 = 1890, although the median of the
posterior for ‘slope’ is nevertheless closer to the base-case
value than for the ‘original’ analysis. The posterior
distributions for the depletion of the mature population in
1900 for the three analyses which set y1 to 1900 or earlier are
much more consistent with perceptions of a stock highly
depleted at that time. For example, the posterior for
Nf

00 / K̃mat for the y1 = 1880 analysis has a median of 0.03 and
95% credibility interval [0.01, 0.07]. 

The results are generally insensitive to decreasing y1 from
1968 to any year after 1930. For a choice of y1 between 1890
and 1910, the assessment becomes slightly more pessimistic

than the base-case analysis (lower MSYRmat, lower
RY* (1996) and a more depleted resource). However, the
results for y1 = 1880 are closer to those for y1 = 1920 than to
those for y1 = 1890.

The results in Tables 7 and 8 indicate that although the
base-case choices for y1 and yprior were selected primarily for
computational convenience, the results of the assessment are
not markedly sensitive to them. This conclusion applies
particularly to the posterior for RY* (1996), the median of
which varies within a narrow range for all of the choices for
y1 and yprior examined.

Sensitivity tests: process error
Table 9 lists the results for the analyses which allow for
process error. Results are shown for variants of the base-case
and the ‘original’ analyses. For the analyses based on
y1 = yprior = 1968, the posterior distributions for ‘slope’ and
CVadd are relatively insensitive to the value assumed for sr.
However, the results in terms of the other quantities
generally become a little less optimistic and more variable as
the value of sr is increased from 0 to 0.2. The increase in
variability is most notable for RY (1996) and RY* (1996). For
the computations based on the ‘original’ analysis with
y1 = 1600, the results frequently become more optimistic (in
terms of resource productivity levels and population increase
rates) and variable as sr is increased. Despite some
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improvement, these analyses nevertheless remain unable to
fit the shore-count-based abundance estimates adequately.
This indicates that process error effects alone are not
sufficient to resolve the discrepancy between the historical
catches and the trend in the abundance estimates.

CONCLUDING REMARKS

The results of this paper confirm previous analyses that
suggested that population models based on the assumption
that the eastern North Pacific stock of gray whales was at
pre-exploitation equilibrium in 1600 (or 1846) cannot mimic
the size of and trends in recent shore-count-based estimates
of abundance. The method proposed by Wade (2002)
sidesteps this problem by starting the population projection
from a stable age-structure in 1968. This paper indicates that
the results of such an assessment approach are not sensitive
to the choice of 1968 either as the year for which a prior for
abundance is specified, or that from which projections
commence. RY* is among the most robust quantities that can
be estimated from the data; the median of the posterior
distribution for this quantity varies within a relatively narrow
range for most of the analyses of this paper. 

The 95% credibility intervals for the additional CV
parameter (CVadd) have lower 2.5 percentiles well in excess
of zero and therefore confirm that the inclusion of the term
in Equation (7) for additional variance is justified. Wade and
DeMaster (1996) showed using Bayes factors that models
that included the possibility of additional variance provided
more satisfactory fits to the abundance data.

Neither allowing for underestimation of historical
commercial and aboriginal catches nor including the
possibility of decade-long deviations from expectancy in
pregnancy rate permit the model to mimic the observed data
adequately. This result differs from the conclusions of
Butterworth et al. (2002) who found that making allowance
for under-estimation of historical removals could resolve
this problem. This discrepancy is probably a consequence of
the fact that the current assessment is based on a Bayesian
rather than a maximum-likelihood estimation approach

conditional on certain choices for the values of the biological
parameters (i.e. some choices for these parameters do allow
the model to fit the abundance data, but the bulk of them do
not). 

It is noteworthy that the posterior distributions for some of
the model outputs (e.g. MSYL) are not notably different from
their priors. This suggests that even this dataset (arguably
one of the best for any marine mammal population) is unable
to provide much information about some of the quantities of
interest to management. The posterior distributions for Nf

96 /
K̃mat and Nf

96 / MSYLmat are relatively imprecise. This is
somewhat unexpected from the results of other Bayesian
assessments (e.g. those for a standard approach for the
Bering-Chukchi-Beaufort Seas stock of bowhead whales
(Punt and Butterworth, 1999)). It seems likely that this
imprecision is a consequence of dropping the assumption
that the population was at its pre-exploitation equilibrium
level at the start of the population projections. 
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