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ABSTRACT 23 

To estimate reliable abundance indices for multispecies fisheries, the effect of variability in 24 

targeting needs to be removed from catch-per-unit-effort (CPUE) data. We test a novel 25 

Generalized Additive Model (GAM) that includes principal component scores (PCs) derived 26 

from the species composition in the catch, called the ‘Direct Principal Component’ (DPC) 27 

procedure, for its ability to remove the effect of variable targeting.  A simple operating model 28 

is used to simulate exponential biomass trends with variable rates for two multi-species, 29 

multi-habitat fisheries scenarios: (i) four species distributed differentially across two habitats 30 

and (ii) ten species distributed differentially across four habitats.  Tweedie distributed CPUE 31 

records are generated from the biomass trends for a fishery with constant targeting (control 32 

scenarios) and time-varying targeting (test scenarios). The DPC procedure is simulation-tested 33 

for its ability to estimate the underlying biomass trends for all species relative to the non-34 

standardized CPUE index for the control and test scenarios. The DPC procedure proved to be 35 

more accurate and precise compared to the nominal CPUE trends in the test scenarios. Even 36 

in the control scenarios, the DPC method offers greater precision by removing substantial 37 

variation from the data, with a very low penalty on accuracy.  The Kaiser-Guttman rule and 38 

Cattel’s scree-test proved to be suitable heuristics to select the optimal number of PCs to be 39 

included in the GAM.  We expect that the DPC procedure is applicable in standardization 40 

procedures for a variety of multispecies fisheries, including hook and line, longline and trawl. 41 

 42 

Keywords: CPUE standardization, simulation-testing, multispecies targeting, Tweedie 43 

distribution, GAM 44 

 45 
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1. Introduction 49 

The standardization of catch-per-unit-effort (CPUE) is now widely regarded as a prerequisite 50 

for the use of CPUE as abundance index in stock assessment models (Maunder and Punt, 51 

2004; Maunder et al., 2006). The nominal CPUE index, derived from yearly means of the raw 52 

CPUE data, can be severely biased due to non-random allocation of fishing effort over time 53 

(Harley et al., 2001; Maunder et al., 2006; Carruthers et al., 2010). The most commonly used 54 

standardization procedures entail the application of Generalized Linear Models (GLMs) or 55 

Generalized Additive Models (GAMs), which aim to isolate the temporal abundance trends 56 

from the total variation in the CPUE data by adjusting for confounding effects on the 57 

estimated abundance trends (Guisan et al., 2002; Maunder and Punt, 2004). Influences on the 58 

CPUE other than abundance are remarkably diverse and typically include time-variant 59 

changes in spatial and seasonal effort distribution, gear, fishing power and fishing behavior 60 

(Punt et al., 2000; Maunder and Punt, 2004; Carruthers et al., 2010). The problem of 61 

estimating reliable abundance indices is exacerbated in multispecies fisheries for which the 62 

available CPUE records may reflect a number of different fishing strategies, each associated 63 

with a particular choice of fishing-ground, habitat-type, and fishing-technique; even within 64 

the same fishing trip (Pelletier and Ferraris, 2000; Palmer et al., 2009; Winker et al., 2013).   65 

 66 

An important consideration for the standardization of multispecies CPUE data is that the 67 

choice of fishing tactic allocates effort towards a particular target species or species complex 68 

and away from others, where the term ‘fishing tactic’ is defined here as a sequence of choices 69 

of fishing strategies made by the skipper during a fishing trip (Pelletier and Ferraris, 2000; 70 

Winker et al., 2013).  Temporal variations in fishing tactics inevitably violate the fundamental 71 

assumption that CPUE is proportional to the product of abundance and a constant catchability 72 

(i.e. fraction of biomass/abundance caught per unit effort), because the latter will strongly 73 
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depend on the choice of fishing tactic (Pelletier and Ferraris, 2000; Carvalho et al., 2010; 74 

Winker et al., 2013).  75 

 76 

Conventional multispecies standardization models often include the catch rates of alternative 77 

target or bycatch species as covariates to correct for the effort directed away from the target 78 

species or species under consideration (Glazer and Butterworth, 2002; Maunder and Punt, 79 

2004; Su et al., 2008). Importantly, the alternative species should not co-occur with the target 80 

species. For example, if two species were to co-occur in the catches and would be fished 81 

down simultaneously, the use of the catch rate of the one species as a negative predictor of the 82 

CPUE of the other may result in an erroneous removable of the underlying year-effect (Glazer 83 

and Butterworth, 2002; Maunder and Punt, 2004).  An additional problem in situations where 84 

a large number of species are caught by the fishery is the objective selection of species-85 

specific catch rates to be included as covariates in the standardization model.   86 

 87 

An alternative approach is based on clustering fishing trips according to their similarity in 88 

catch composition (He et al., 1997; Pelletier and Ferraris, 2000; Carvalho et al., 2010). The 89 

identified clusters are assumed to be a representation of fishing tactics, which may be treated 90 

as categorical variables in the standardization model in order to adjust for differences in 91 

catchability associated with each cluster (Pelletier and Ferraris, 2000; Carvalho et al., 2010; 92 

Winker et al., 2013). This approach typically requires the implementation of a rather complex 93 

analytical framework based on a sequence of ordination and clustering techniques and 94 

involves several steps that can be associated with elements of subjectivity (Pelletier and 95 

Ferraris, 2000; Deporte et al., 2012; Winker et al., 2013).  96 

 97 

A more direct method for the standardization of multispecies CPUE records was recently 98 

proposed by Winker et al. (2013). This ‘Direct Principal Component’ procedure (DPC) uses 99 
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continuous principle component scores (PCs), derived from a Principal Component Analysis 100 

(PCA) of the catch composition data, as nonlinear predictor variables in a GAM framework to 101 

adjust for the effect of temporal variations in fishing tactics. The DPC procedure is based on 102 

the common assumption that information on the direction and extent of targeted effort can be 103 

found in the species composition of the catch (Pelletier and Ferraris, 2000; Carvalho et al., 104 

2010).  However, although the species composition does not hold direct information about the 105 

magnitude of the catch, it is arguably of concern that the information contained in the 106 

predictor variables derived from the catch composition is not entirely independent from the 107 

response CPUE and may have unpredictable impacts on the standardized CPUE trends. The 108 

standardization procedure would fail if variation in abundance of a particular species is falsely 109 

attributed to variation in targeting.  Common model selection procedures, such as analysis of 110 

deviance, Akaike’s information criterion (AIC) or cross-validation methods only evaluate the 111 

model based on how well it fits the data, but may fail to identify the model that provides least 112 

biased representation of the true abundance pattern (Hinton and Maunder, 2003; Carruthers et 113 

al., 2010).  114 

 115 

The aim of this study was therefore to use simulation testing to evaluate if the DPC method is 116 

able to accurately track ‘true’ abundance trends. The specific objectives were: (i) to test the 117 

efficacy of the DPC method in eliminating the effect of time-varying trends in fishing tactics 118 

on the nominal CPUE record, (ii) to evaluate the risk associated with the DPC method to 119 

introduce potential bias and (iii) to evaluate alternative selection criteria for including the 120 

optimal number of PC covariates in the DPC standardization model.   121 

 122 

2. Materials and methods 123 

Simulation testing is a powerful tool to evaluate the performance of CPUE standardization 124 

models (Carruthers et al., 2010; Lynch et al., 2012; Thorson et al., 2012). The advantage of 125 
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this approach is that the simulated abundance trends are known, so that the standardization 126 

model can be directly tested in terms of how well it predicts ‘true’ abundance trends. We 127 

developed a simple operating model to simulate non-standardized nominal CPUE records per 128 

trip for two scenarios: (i) a simple multispecies-fishery scenario, comprising four target 129 

species that are unevenly distributed across two different habitats; and (ii) a more complex 130 

multispecies-fishery scenario, comprising ten target species that are unevenly distributed 131 

across four different habitats. The chosen scenarios broadly resemble the habitat associations 132 

and catch rates of several common target species in the South African multispecies hand-line 133 

fishery, which represented the initial case study for the DPC procedure (Winker et al., 2013).   134 

 135 

As is common practice, the use of CPUE as an index of abundance was based on the concept 136 

that catch is proportional to the product of catchability and biomass: CPUE = qB, where q is 137 

the catchability representing the fraction of biomass caught by expending one standard unit of 138 

effort and B is the biomass (Maunder and Punt, 2004). This relationship only holds if q is 139 

constant, which is almost certainly violated in multispecies-fisheries that employ a variety of 140 

fishing tactics. To simulate this effect, we assumed that the choice of targeting tactic is 141 

reflected by the choices of up to two target habitats during a fishing trip and that each habitat 142 

is associated with a species-specific catchability based on the conceptual consideration 143 

outlined in Stephens and MacCall (2004) and Winker et al. (2013).  All simulations were 144 

conducted within the statistical environment R (R Development Core Team, 2011).  145 

 146 

2.1. Basic dynamics 147 

The ‘true’ underlying abundance trends were simulated in the form of biomass trajectories for 148 

each species i in year y over a period of 20 years as a function of: 149 

 
150 
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yir

iyi eBB  y = 1, 2, …,20.    (1) 151 

 152 

where Bi,1 is the biomass of species i at start of the time-series and ri is the rate of increase (or 153 

decrease) for species i. Nominal CPUE records for each species i and each trip t in year y 154 

were assumed to be Tweedie distributed and were expressed as: 155 

 156 


h

hyihiyti fBqCPUE ,,,,
        (2) 157 

 158 

where qi,h is the catchability of species i in habitat h and fh is the fraction of trip effort 159 

allocated to habitat h during a fishing trip. The Tweedie distribution belongs to the family of 160 

exponential dispersion models and is characterized by the two-parameter power mean-161 

variance function of the form Var(Y)=p
  ,where is the dispersion parameter, is the 162 

mean (i.e. here CPUEi,t) and p is the power parameter. Depending on the power parameter the 163 

Tweedie model includes the four well-known distributions: normal (p = 0), Poisson (p = 1), 164 

gamma (p = 2) and inverse-gamma (p= 3) (Dunn and Smyth, 2005). Here, we considered 165 

Tweedie distributions for the case 1 < p < 2, which represents the class of Poisson mixtures of 166 

gamma distributions. These mixed distributions have the advantage that high frequencies of 167 

zeros in combination with right-skewed real numbers of positive catches can be handled in a 168 

natural way (Candy, 2004; Shono, 2008). 169 

 170 

2.2. Standardization model 171 

The simulated nominal CPUEt,i,y data were standardized by applying the DPC procedure 172 

(Winker et al., 2013). This method was developed on the premises that continuous principal 173 

component scores (PCs), derived from a PCA of the catch composition data, can be used as 174 

non-linear predictor variables for targeted effort within a Generalized Additive Model (GAM) 175 
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framework (Winker et al., 2013). The performance of this method is tested by comparing 176 

standardized CPUE indices with corresponding nominal CPUE indices. 177 

 178 

The first step of the DPC procedure entails applying a PCA to a multidimensional CPUEt,i,y 179 

matrix. For this purpose, a data matrix only comprising CPUEt,i,y records was extracted from 180 

the simulation dataset. The CPUEt,i,y  records were normalized into relative proportions by 181 

weight to eliminate the influence of catch volume and then either square-root (R2) or fourth-182 

root (R4) transformed to further shift the source of information away from raw abundance 183 

(Winker et al., 2013).  In the next step, the predicted principal component scores (PCs) were 184 

directly aligned with the CPUE records in the datasets for subsequent use as covariates in the 185 

GAM analysis. 186 

 187 

First, the nominal target species CPUE indices were derived by applying a simple model of 188 

the form:   189 

 190 

Year)CPUElog(         (3)  191 

where  is the intercept and Year denotes the year-effect treated as categorical variable. To 192 

estimate standardized abundance indices based on the DPC method, GAMs for each species 193 

were formulated as:    194 

 
195 

)PC(...)PC1()CPUElog( nssYear       (4) 196 

 197 

where PCn denotes the nth 
principal component scores included in the model and s() denotes a 198 

thin plate regression spline smoother function.  The maximum number of knots was limited to 199 

k ≤ 6 in order to reduce the flexibility of the splines and to improve the model convergence 200 
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probability and convergence time during simulation runs. The ’mgcv’ package in R was used 201 

to fit all models assuming a Tweedie distribution of the dependent variable with a log-link 202 

function. 203 

 204 

2.3. Simulation scenarios 205 

Simulation tests involving multi-species, multi-habitat operating models can quickly become 206 

mired in a vast number of permutations of scenarios and model formulations. In an attempt to 207 

simplify the study and facilitate comparisons we devised the following system of 208 

nomenclature. The successive terms in the following example string refer to (in order): 209 

Number of habitats (Hn), ‘.’ the number of species (Sn), ‘.’ the type of data transformation 210 

used (2
nd

  4
th

-root, abbreviated R2 and R4, respectively), ‘.’ the number of PC axes used in the 211 

GAM (PCn). The term “Nom” refers to the nominal CPUE for any given scenario.  212 

 213 

First, a simple multispecies fishery is simulated, which targets four species in two different 214 

habitats (H2.S4).  This scenario includes the species silver kob (KOB), geelbeek (GLBK), 215 

hake (HAKE) and panga (PANG) that are distributed across shallow- and deep water soft 216 

sediment habitats (Fig. 1).  KOB and GLBK are abundant in shallow sediment habitats but are 217 

less common in deeper waters, whereas HAKE and PANG represent the dominant target 218 

species in deepwater soft sediment habitats. The species-specific distributions across the two 219 

habitats are determined by 4 species (i) × 2 habitat (h) matrixes of qi,h values, summarized in 220 

Table 1.  221 

 222 

Two alternative effort scenarios were considered to simulate the distribution of fishing trips 223 

across habitats. The first effort scenario (E1) simulates time-invariant probabilities h,y and 224 

acts as a ‘control’ (Fig. 2a), while the second effort scenario represents the ‘test’ scenario 225 

(E2), in which an abrupt switch in h,y between the two habitats is simulated (Fig. 2b).  226 
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 227 

In the more complex scenario, the multispecies-fishery is extended to ten target species, 228 

which are distributed across four different habitats (H4.S10): shallow- and deep water soft 229 

sediment and shallow- and deep water reef habitats (Fig. 1).  The species-assemblages of 230 

shallow- and deep water soft sediment habitats correspond to the first multispecies fishery 231 

scenario H2.S4. The shallow water reef assemblage is dominated by roman (ROMN), 232 

dageraad (DRGD), red stumpnose (RSTM) and santer (SNTR), while carpenter (CRPN) 233 

represents the dominant target species over deep water reefs (Fig. 1). There is some 234 

distributional overlap among reef associated species. In addition, we introduced the group 235 

‘sharks’ (SHRK), for which small catches are occasionally made in all four habitats, but 236 

which are more common in both shallow water habitats . The species-specific distributions 237 

across habitats are determined by 10 species (i) × 4 habitat (h) matrixes of qi,h values, 238 

summarized in Table 1. As in scenario H2.S4, we considered two alternative effort scenarios 239 

for the distribution of h,y, with the first effort scenario (E1) acting as ‘control’ by simulating 240 

time-invariant trends in the probabilities h,y (Fig 2c). The ‘test’ scenario (E2) simulates linear 241 

increases and decreases in h,y for two habitats as well as an abrupt switch in h,y between the 242 

other two habitats  (Fig. 2d). 243 

 244 

The idea of applying the PCA to the catch composition data is that nontrivial sources of 245 

variation are retained in the first few PC-axes, which are meant to represent meaningful 246 

separations of alternative fishing tactics associated with each target habitat. Conceptually, the 247 

number of Principal Components (PCs) required to correctly separating the species 248 

assemblages that are associated with each target habitat h is given by the total number habitats 249 

minus one (Fig. 3).  For example, in the simple case of the two-habitat scenario the first PC is 250 

expected to separate the species assemblage into the dominant shallow water soft sediment 251 
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species, KOB and GLBK, on the one side and the dominant deep water soft sediment species, 252 

HAKE and PANG, on the other side of the spectrum, as this split among species should 253 

account for most of the variation in the species composition data (Fig. 3a). Accordingly, the 254 

first three PCs are required to separate the species assemblage of the four-habitat scenario 255 

according to habitat preference (Figs. 3b-c). In the example given in Fig. 3b, the first PC 256 

separates the species assemblage into sediment and reef associated species, while the second 257 

PC is separating shallow and deep water sediment species. The third PC then isolates  258 

CRPN, being the dominant deep water reef species, from the species assemblage (Fig. 3c).  259 

 260 

To confine the analysis to a reasonable number of scenarios, the two-habitat scenarios were 261 

only tested to include a maximum of two PCs as non-linear predictors. For the same reason, 262 

we considered the inclusion of the first two to four PCs for all four-habitat scenarios. 263 

 264 

2.4. Data generation 265 

A total of 200 simulation datasets were randomly generated for each simulation scenario. 266 

Each simulation dataset consisted of 500 trips per year and correspondingly a total of 10000 267 

trip records over the 20 year period.  The following randomization procedures were applied in 268 

order to generate the simulation datasets: 269 

 270 

(1) Random biomass time series for each species i, Bi,y (eq. 1), were generated by drawing 271 

random variants of ri from uniform distribution with bounds at -0.1 and +0.1, U( -0.1, 272 

0.1). Random biomass values at the start of the time series, Bi,1, were generated from a 273 

lognormal distribution as
)(*

1,
200 

i
B  and  ~ N(0, 0.5

2
) for the abundant species KOB, 274 

GLBK, HAKE and CRPN; and as
)(*

1,
50 eB

i
  and  ~ N(0, 0.5

2
) for the less abundant 275 

species PANG, SNTR, ROMN, DGRD, RSTM and SHRK (Fig. 4a-b).  276 
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 277 

(2) The distribution of effort across the alternative target habitats was determined as the 278 

probability h,y that habitat h is targeted in year y such that  
h

yh 1, .  The vectors h,y 279 

that determine the probably for each habitat h being targeted in year y were randomly 280 

resampled without replacement, to vary the effort trends among habitats. Note that there 281 

were only two possible habitat × h,y vector combinations for the two-habitat scenarios 282 

but 24 possible habitat ×  h,y vector combinations for the four-habitat scenarios. For 283 

each simulation run, we introduced random noise, such that: 284 

 
285 

    ,1

*

,1

 eyy  and  
*

,1

*

,2 1 yy   ,      (5) 286 

 287 

in the case of the two-habitat scenario and 288 

 
289 

    ,

*

,

 eyhyh  for h =1,2,3     and   














otherwise                    0

 1  if       1
3

1

*

,

3

1

*

,*

, h

yh

h

yh

yh


  (6)290 

 291 

in the case of the four-habitat scenario, where  = N(0,0.2
2
) (Fig. 4c-d). 292 

 293 

(3) The operating model permits the targeting of up to two habitats during each trip such 294 

that the catch composition can represent mixtures of two fishing strategies.  This was 295 

realized by introducing a 25% probability that an additional target habitat is randomly 296 

drawn from the as a function h,y during trip t. The fraction of the trip effort that is 297 

allocated to one of two habitats was generated from a sigmoid function of the form: 298 

        
5.0/)5.0exp(1

1
1




x
fh

         (7) 299 
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 where x is random uniform variable. The trip effort that is allocated to the second habitat 300 

is correspondingly given by   fh2 = 1 – fh1.  301 

 302 

 303 

(4) Random CPUEi,t deviates (equation 2) were generated from Tweedie distribution using 304 

the random Tweedie number generator available in the ‘mgcv’ package for R. 305 

Specifically, we set p = 1.3 in combination with a fairly large dispersion parameter of 306 

= 10. In combination with the values 
*

1,i
B and qi,h , this choice of parameterization 307 

produced realistic ranges of CPUEi,y records when compared to the hand-line fishery 308 

data. The resulting frequency distributions closely resembled the shape of the delta-309 

lognormal distribution, which is commonly assumed for CPUE data (Lo et al., 1992; 310 

Maunder and Punt, 2004; Thorson et al., 2012). Examples of simulated frequency 311 

distributions of nominal CPUE records of four species are illustrated for the H2.S4.E2 312 

scenario in Fig. 5. 313 

 314 

2.5. Performance evaluation 315 

The performance of the DPC standardization models was evaluated in terms of the ability to 316 

accurately estimate ri in comparison to the nominal CPUE indices. Estimates of ir̂  were 317 

obtained from a simple linear regression of the form: 318 

yriyi ˆ)CPUElog( ,    y = 1, 2,…, 20     (8) 319 

where yi,CPUE  is the estimated mean CPUE for species i in year y based on either the 320 

nominal or standardized CPUE, and a is the intercept term.   321 

 322 
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The scenarios H2.S4.E1 and H4.S10.E1 act as controls, for which ir̂  estimated from the 323 

nominal CPUE indices is expected to be unbiased. The Absolute Relative Error (ARE) was 324 

used to summarize the estimation performance of ir̂ relative to the ‘true’ values ri that govern 325 

Bi,y (Ono et al., 2012). The ARE quantifies the average model precision and therefore 326 

provides a relative estimate for the goodness-of-the-fit: 327 

ki

kiki

ki
r

rr
ARE

,

,,

,

ˆ 
          (9) 328 

where AREi,k is the Relative Error for species i from the kth simulation and kir ,
ˆ is the estimate 329 

of the ‘true’ ri generated in the kth 
simulation.  Smaller values of the AREi,k mean that kir ,

ˆ was 330 

estimated closer to ri,k.  331 

 332 

To evaluate how precisely the nominal and standardized CPUE followed the simulated 333 

biomass Bi,y, the indices were rescaled through normalization by the geometric mean and 334 

compared based on the mean deviation between the simulated and estimated normalized 335 

abundance indices, such that: 336 

 337 

2

,,

20

1

,,, )ˆ(
20

1
jyi

y

kyiki IIMD  


          (10) 338 

 339 

where MDi,k is the mean deviation for species i from the jth simulation, kyiI ,,
ˆ is the normalized 340 

abundance index for year y based on nominal or standardized CPUE and jyiI ,,  is the 341 

normalized abundance index based on the simulated biomass. 342 

 343 



MARAM IWS/DEC13/Linefish CPUE/P1 

15 
 

Comparisons of accuracy and precision among species were achieved by calculating the 344 

difference in ARE and MD medians between the nominal CPUE and best-performing DPC 345 

procedures. The purpose of the comparisons was to examine the influence of species 346 

distribution among habitat on the relative performance of each procedure.  347 

 348 

2.6. Selection of Principal Components  349 

Considering that the number of meaningful fishing tactics associated with each target habitat 350 

will often be unclear, it was an important objective of this study to evaluate alternative 351 

selection criteria that can potentially provide guidance for selecting the optimal number PCs 352 

in the standardization models. Representing widely used ‘stopping rules’ for the selection 353 

PCs, we first considered the Kaiser-Guttman rule (Guttman, 1954) and Cattel’s scree-test 354 

(Cattell, 1966). The Kaiser-Guttman rule states that only PCs with Eigenvalues larger than 355 

one are retained. The reasoning behind this rule is that selected PCs summarize more 356 

information than any single original component (Jackson, 1993).  The scree-test is a visual 357 

approach and is conducted by plotting the PCs (x-axis) against their Eigenvalues (y-axis). The 358 

smaller Eigenvalues of the higher order PCs tend to lie in along a straight line. The point 359 

where the first Eigenvalues markedly depart from this line is assumed to separate the trivial 360 

PCs, representing random noise, from the meaningful PCs that should be retained for further 361 

analysis (Jackson, 1993). In addition to the two stopping rules, we also noted the AIC and the 362 

Bayesian Information Criterion (BIC) for each model fit to evaluate whether or not these two 363 

standard model selection criteria are suitable for determining the optimal number of PCs to be 364 

included in the GAM framework.  365 

 366 

 367 

 368 

 369 
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3. Results 370 

3.1 Simulation datasets 371 

A total of 200 simulation datasets were generated for each control and test of the two- and 372 

four-habitat scenarios (H2.S4.E1, H2.S4.E2, H4.S10.E1 and H4.S10.E2), respectively.  The 373 

simulation datasets covered wide ranges of proportions of zero catches (Table 2). Because 374 

fishing trips were distributed among more habitats in the four habitat datasets, the proportion 375 

of zeros in CPUE records in these scenarios was generally larger (Table 2). In the two-habitat 376 

scenario datasets, proportion of zeros ranged from 0.01 to 0.45 for the abundant species and 377 

from 0.19 to 0.74 for the less abundant PANG. In the four-habitat scenario dataset, proportion 378 

of zeros ranged from 0.28 to 0.75 and from 0.31 to 0.86 for abundant and less abundant 379 

species, respectively. Variation in CPUE among species was typically four-fold (Table 2). 380 

The positive catches were right-skewed (Fig. 5) with occasional very large maximum CPUE 381 

values in comparison to the mean (Table 2).   382 

 383 

3.2 Standardization performance 384 

Normalized annual abundance indices were calculated for each simulated dataset following 385 

the five approaches (nominal, PC1.R2, PC1.R4, PC2.R2, PC2.R4) for the two-habitat 386 

scenarios (S2.H4.E1 and S2.H4.E2) and the seven approaches (nominal, PC2.R2, PC2.R4, 387 

PC3.R2, PC3.R4, PC4.R2, PC4.R4) for the four-habitat scenarios (H4.S10.E1 and 388 

H4.S10.E2). The abundance indices over the 20 year simulation period were compared to the 389 

known biomass trends in terms of the accuracy metric ARE and the precision metric MD.  390 

 391 

Across the 200 simulation runs, the nominal CPUE resulted in the lowest medians of the ARE 392 

in the control scenarios H2.S4.E1 and H4.S10.E1, but performed worst compared to all DPC 393 

models in the test scenarios H2.S4.E2 and H4S.10.E2, which included systematic trends in the 394 

annual proportions of fishing trips targeting the alternative habitats (Fig. 6). Whereas nominal 395 
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CPUE performance altered between control and test scenarios, medians and variation of the 396 

ARE and MD for the DPC models were comparable between control and test scenarios.  397 

 398 

Overall, the best-performing DPC models in terms of both accuracy and precision is the 399 

PC1.R4 model in the two-habitat scenarios (Fig. 6a-d) and the PC3.R4 model in the four-400 

habitat scenarios (Fig .6 e-h). An exception is that the DPC models with only the first two 401 

PCs produced marginally lower ARE medians then DPC models with three PCs in the control 402 

scenario H4.S10.E2 (Fig. 6e).  The PC1.R4 and PC3.R4 models achieved notably lower MD 403 

medians than the nominal CPUE in both control scenarios H2.S4.E1 (Fig. 6b) and H4.S10.E1 404 

(Fig. 6f), respectively, and largely improved the precision in the corresponding test scenarios 405 

H2.S4.E2 (Fig. 6d) and H4S10.E2 (Fig. 6h). These models remove a substantial amount of 406 

variation in the data while producing fairly accurate abundance trends, over the 20 years 407 

period. The results from the four-habitat scenarios indicate that including too many PCs in the 408 

DPC models carries a higher risk of introducing bias in the estimated abundance trends than 409 

using too few PCs (Fig. 6). In fact, the difference between H4.S10.PC2 and H4.S10.PC3 410 

models was very small, whereas the H4.S10.PC4 models resulted in notable increases of the 411 

ARE and MD medians and variation. The choice of transformation had relatively small 412 

effects on the ARE and MD medians, but the 4
th

-root transformation consistently provided 413 

slightly better accuracy and precision estimates (Fig. 6). 414 

 415 

In general, the optimal DPC models included the number of PCs that was equivalent to the 416 

number of simulated habitats minus one (i.e. one and three PCs for the H2.S4 and H4.S10 417 

scenarios, respectively) and were based on a 4
th

-root transformation of the catch composition 418 

data. The performance of the DPC standardization model procedure is illustrated by the 419 

simulation runs for control- and test scenario H2.S4.E1 (Fig. 7) and H2.S4.E2 (Fig. 8). In the 420 

control scenario, the normalized nominal CPUE indices provide marginally more accurate but 421 
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less precise estimates of the normalized biomass trends when compared to the PC1.R4 422 

standardization model (Fig. 7). Whereas in the test scenario, the normalized nominal CPUE 423 

shows large departures from the normalized biomass trends, while the PC1.R4 model provide 424 

accurate and precise abundance trends by effectively adjusting for the time-varying shifts in 425 

targeting of the two habitats (Fig. 8). 426 

 427 

3.3 Patterns among species 428 

Model performance consistently differed among species. The hypothetical species assemblage 429 

varied in two important aspects, namely overall abundance and distribution among habitats. 430 

The more complex four-habitat scenario was used to demonstrate patterns in model 431 

performance with respect to species abundance and habitat-specific catchability. Relative to 432 

the nominal CPUE, the DPC procedure performed better in terms accuracy and precision for 433 

the abundant species KOB, GLBK, HAKE and CRPN than for the remaining, less abundant 434 

species (Table 3). The nominal CPUE model only outperformed the DPC model for the 435 

species SHRK in terms of both metrics, but this was due more to the better performance of the 436 

nominal CPUE rather than a failure of the DPC procedure. The species was unusual in that it 437 

was more uniformly distributed among the habitats than any other species (Table 1).       438 

 439 

3.4 Selection of Principal Components 440 

The Kaiser-Guttmann rule (Eigenvalue > 1) retained only the first PC for 88.5%, 88.5%, 441 

96.0% and 97.5% of the PCA simulations for the two-habitat scenarios H2.S4.E1.R2, 442 

H2.S4.E2.R2, H2.S4.E1.R4 and H2.S4.E2.R4, respectively (Fig. 9) and first three PCs for 443 

100% of the PCA simulations for all of the considered four-habitat scenarios (H4.S10.E1.R2, 444 

H4.S10.E2.R4, H4.S10.E1.R4 and H4.S10.E2.R4) (Fig. 9). The boxplots in Fig.9, 445 

representing the simulated PC Eigenvalues, indicate that the scree-test corroborates these 446 

results. For the H2.S4 scenarios, the median Eigenvalues for PC2 to PC4 tend to lie in a fairly 447 
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straight line, whereas the median Eigenvalue of PC1 departs from this trend (Fig. 9). 448 

Similarly, the median Eigenvalues for PC4 to PC10 follow a linear trend for all H4.S10 449 

scenarios, with first departures from this trend evident for the PC3 Eigenvalue (Fig. 9). By 450 

contrast, the AIC and BIC always selected the DPC models with the first two PCs for the 451 

H2.S4 scenarios and the first four PCs for H4.S10 scenarios, which therefore represented the 452 

models that included the highest available number of PCs in a given scenario.    453 

 454 

4. Discussion 455 

We have demonstrated the application of the DPC standardization process for simulated 456 

multispecies CPUE data sets of different complexity. The simulation results provide strong 457 

support for DPC procedure above nominal CPUE in the presence of time-varying trends in 458 

targeted fishing effort and habitat-dependent catchability. Even in cases where targeted effort 459 

is constant over a time series, the DPC method offers greater precision by removing 460 

substantial variation from the data, with a very low penalty on accuracy. By contrast, the use 461 

of nominal CPUE as an abundance index was only acceptable in two situations: (1) the 462 

catchablity of a species is similar among alternative target habitats (here in the case of SHRK) 463 

or (2) targeted effort is uniformly distributed over the time series (control scenarios).  464 

 465 

In multispecies fisheries, however, these two situations are rarely the norm (Maunder et al., 466 

2006; Wilberg et al., 2009). Fishes are not randomly distributed across the fishing grounds but 467 

tend to have distinct species-specific habitat preferences, which causes catch rates to vary 468 

according to the habitat that is targeted (Bigelow et al., 2002; Stephens and MacCall, 2004; 469 

Thorson et al., 2012). Occasional exceptions from this might be found, for example, in 470 

ubiquitous pelagic species that are picked up by demersal gear or could be artificially induced 471 

by improper classification of species into higher-order taxonomic groups (e.g. ‘sharks’ or 472 

‘rays’) or polyphyletic artificial groups (e.g. ‘bycatch’). Systematic long-term changes in 473 
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targeted effort are commonly indentified in fisheries-dependent catch and effort time series 474 

due to a large number of drivers (Wilberg et al., 2009). These include changes in market 475 

conditions, fuel price, gear and management regulations, the expansion of the fishery to new 476 

target species or fishing grounds, and advances in technology (Pelletier and Ferraris, 2000; 477 

Holley and Marchal, 2004; Maunder et al., 2006; Quirijns et al., 2008; Winker et al., 2013).   478 

 479 

It remains implicit to always compare the DPC procedure with alternative models that do not 480 

adjust for targeting. Furthermore, we advise to inspect the catch composition data for 481 

temporal shifts in targeting before accepting abundance indices based on the DPC procedure. 482 

A simple indication for time-varying trends in targeted effort can often be inferred by 483 

evaluating the yearly catch compositions for systematic changes over the time series. Other, 484 

more comprehensive approaches that are useful for detecting systematic trends in targeting 485 

include the application of hierarchical agglomerative clustering (Pelletier and Ferraris, 2000; 486 

Holley and Marchal, 2004), non-hierarchical clustering methods (Castro et al., 2010; Punzón 487 

et al., 2010)  and multivariate regression trees (Philippi et al., 1998). Our simulation results 488 

show that the nominal CPUE can exhibit considerable departures from the DPC-standardized 489 

CPUE (and the ‘true’ biomass) in the presence of shifts in targeted effort over time. Even for 490 

cases where the DPC-derived abundance index closely resembles the trends from alternative 491 

models, we expect that the DPC procedure will provide an attractive option for removing 492 

noise from the data. However, caution is recommended if the DPC-derived index diverges 493 

noticeably from alternative models despite no clear evidence of shifts in targeting.  494 

 495 

PCA represents one of the most commonly used approaches to describe patterns of variations 496 

in multivariate datasets (Jackson, 1993). The idea is that meaningful sources of variation are 497 

retained in the first few PC-axes (nontrivial PCs).  One of the difficulties will be to select the 498 

relevant number of nontrivial PCs, which are meant here to represent meaningful separations 499 
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of fishing tactics. It was therefore an important objective to evaluate heuristics and potential 500 

model selection criteria for selecting the optimal number of PCs for DPC method, given that 501 

the number of fishing tactics will often be unclear. We found that the Kaiser-Guttman rule 502 

(Eigen values > 1) and the Cattel’s scree-test proved to be suitable heuristics for selecting the 503 

optimal number of PCs for all our simulation scenarios. However, more comprehensive 504 

simulation testings, using a larger variety of simulated scenarios, are warranted. Another 505 

aspect that should be addressed in future research is the obvious failure of the common 506 

selection criteria AIC and BIC to select optimal number of PCs as covariates. For all 507 

simulated data sets, both criteria consistently lead to the selection of the most complex DPC 508 

model, which was often associated with a heavy penalty on both accuracy and precision. 509 

Similar failures to identify the most appropriate covariate-structure for CPUE standardization 510 

models, combined with the tendency to select unnecessary complex models, have also been 511 

noted in comparable simulation studies (Carruthers et al., 2010; Lynch et al., 2012).  In the 512 

case of the DPC procedures, we suspect that the tendency to select overly complex models 513 

could be further increased because the information contained in the PC predictor variables 514 

might not be entirely independent from the response CPUE. In general, we suggest the 515 

Kaiser-Guttman rule (Eigen values > 1) and the Cattel’s scree-test as most appropriate among 516 

the tested selection criteria. As the inclusion of too few PCs as covariates seem to produce 517 

less biased abundance indices than DPC model that include too many, we further recommend 518 

a conservative approach for the selection of PCs.  519 

 520 

Another positive aspect of the DPC procedure is the adequate performance for CPUE data 521 

with high proportions of zero catches.  This finding represents an important advancement 522 

compared to the initial case study for the DPC procedure (Winker et al., 2013), in which zero 523 

CPUE values were simply omitted from the standardization data sets prior to fitting the DPC 524 

models with assumed log-normal error distributions. In this specific case, Winker et al. (2013) 525 
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argued that the exclusion of zeros was unlikely to have notable impact on the standardized 526 

CPUE trends because the two species under assessment represented abundant target species 527 

that were likely to be caught when targeted so that only a minor fraction of zeros were caused 528 

by failed targeted effort. The risk of excluding zero catches is to produce positively biased, 529 

hyper-stable CPUE trends (Kimura, 1981). This is particularly eminent for less abundant and 530 

bycatch species for which the information in zero catches is often crucial to estimate accurate 531 

abundance trends (Maunder and Punt, 2004; Ortiz and Arocha, 2004; Minami et al., 2007).  532 

 533 

Based on the concepts outlined in Martin et al. (2005), we would expect two principal origins 534 

of zeros in multi-species catch and effort data: (1) the species is targeted but no catch is made 535 

(‘true zeros’) and (2) zero catches are caused non-targeted effort (‘false zeros’), for example, 536 

by fishing in habitats that are unlikely to produce catches of the species under assessment. It 537 

follows that the proportion of true zeros should decrease with increasing abundance of a 538 

species in its prime habitat, where it is directly targeted. High proportions of false zeros will 539 

inevitably lead to zero-inflation if the effect of targeting is not accounted for. These 540 

mechanisms determining zero catches were effectively simulated by generating nominal 541 

CPUE deviates from the Tweedie distribution as function of the product of biomass and 542 

habitat-specific catchability. A favourable property of the Tweedie distribution is that it 543 

naturally handles zero catches together with right-skewed real numbers, which makes it an 544 

attractive error model for the analysis of CPUE data that are expressed in weight (Candy, 545 

2004; Tascheri et al., 2010; Lorance et al., 2011). Whereas discrete count distributions (e.g. 546 

Poisson, negative binomial), which also naturally include zeros, could be considered for the 547 

DPC procedure when catches are recorded in numbers.   548 

 549 

We have demonstrated the importance of accounting for shifts targeted effort for the 550 

standardization of multispecies CPUE data.  Our operating model was based on the premises 551 
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that fishing tactic is reflected by the choices of different target habitats and that each habitat is 552 

associated with a species-specific catchability (Stephens and MacCall, 2004). This simple 553 

concept is fairly general and should, in principal, not only apply to hand-line or rod and line 554 

fisheries (Stephens and MacCall, 2004; Winker et al., 2013), but to other multispecies 555 

fisheries as well. Many bottom-trawl fisheries, for example, show distinct patterns in the catch 556 

composition, which has been often linked with habitat-related factors such as bottom-type and 557 

depths strata (Fall et al., 2006; García-Rodríguez et al., 2006; Palmer et al., 2009).  In fact, a 558 

trawl net will be less selective than hook and line gear since it will sweep up most fish in its 559 

path. We predict that the PCs derived from a typically large number of species in the bottom-560 

trawl catch (García-Rodríguez et al., 2006; Palmer et al., 2009; Deporte et al., 2012) should 561 

clearly point towards a particular target habitat-type as origin of the catch. Further research 562 

could also investigate the applicability of the DPC procedure in long-line CPUE 563 

standardization procedures, for which shifts in targeted effort have been addressed by a 564 

number of studies (He et al., 1997; Bigelow et al., 2002; Maunder et al., 2006; Carruthers et 565 

al., 2010; Carvalho et al., 2010; Lynch et al., 2012)  566 

 567 

In conclusion, the DPC standardization procedure provides a reliable method for removing the 568 

effects of targeting on multispecies CPUE, and should improve assessments of target and 569 

bycatch species alike. An obstacle to its immediate widespread application could be the 570 

onerous data requirement in the form of detailed records of catches for all or the majority of 571 

species at the trip or drag level. The integrity of bycatch records is often marred by the 572 

variable extent of discarding, and it may be necessary to include only those species which are 573 

not discarded. The method could provide additional impetus to improve bycatch reporting, as 574 

the more species that are included in the catch data, the greater the information content.  575 

 576 

 577 
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Table 1  696 

Specified values of catchability coefficients q for each species by habitat. The dashed box 697 

represents the reduced matrix of q values used for the two-habitat four species simulation 698 

scenarios.   699 

    Target habitats   

Species Shallow sediment Deep sediment Shallow reef Deep reef 

KOB 1.00 0.02 0.01 0.01 

GLBK 0.90 0.10 0.01 0.01 

HAKE 0.05 1.00 0.01 0.01 

PANG 0.10 0.80 0.01 0.01 

CRPN 0.01 0.01 0.10 1.00 

SNTR 0.01 0.01 1.00 0.05 

ROMN 0.01 0.01 0.80 0.20 

DGRD 0.01 0.01 0.70 0.20 

RSTM 0.01 0.01 0.90 0.30 

SHRK 0.50 0.05 0.30 0.05 

 700 

 701 

 702 

 703 

704 
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Table 2  705 

Statistics summarizing the 200 simulation data sets by species generated for four different test 706 

and control scenarios. The summary includes the proportion of zero records, averaged mean 707 

CPUE values, averaged maximum CPUE values for each species, with numbers in brackets 708 

denoting the 2.5
th

 and 97.5
th

 percentiles for the 200 simulation runs. 709 

Scenario Species Proportion zeros mean CPUE Maximum CPUE 

H2.S4.E1 KOB 0.20 [0.05, 0.45] 74.2 [14.7, 210.6] 582.93 [207.9, 1399.3] 

  GLBK 0.10 [0.01, 0.37] 80.1 [17.2, 267.7] 585.95 [188.3, 1757.0] 

  HAKE 0.14 [0.02, 0.35] 79.8 [17.8, 288.9] 485.26 [178.0, 1448.0] 

  PANG 0.46 [0.21, 0.74] 15.1 [2.7, 41.5] 164.10 [71.3, 409.4] 

H2.S4.E2 KOB 0.22 [0.03, 0.45] 75.9 [13.8, 249.8] 593.66 [198.3, 1620.7] 

  GLBK 0.15 [0.01, 0.40] 73.5 [13.77, 238.0] 550.95 [206.1, 1532.6] 

  HAKE 0.14 [0.02, 0.34] 84.6 [18.3, 248.5] 509.12 [187.8, 1457.2] 

  PANG 0.46 [0.19, 0.72] 15.7 [3.0, 48.7] 168.20 [69.3, 435.8] 

H4.S10.E1 KOB 0.59 [0.39, 0.75] 33.3 [6.8, 125.7] 543.5 [191.6, 1704.4] 

  GLBK 0.49 [0.28, 0.69] 39.6 [7.4, 138.6] 573.5 [189.4, 1693.7] 

. HAKE 0.53 [0.33, 0.70] 39.5 [7.7, 120.8] 499.5 [152.9, 1421.0] 

  PANG 0.68 [0.47, 0.85] 8.5 [1.5, 31.1] 162.6 [66.1, 450.4] 

  CRPN 0.50 [0.30, 0.70] 40.2 [5.8, 140.2] 480.9 [157.6, 1283.4] 

  SNTR 0.71 [0.54, 0.86] 8.5 [1.6, 26.7] 208.1 [84.0, 508.8] 

  ROMN 0.65 [0.43, 0.85] 9.8 [1.5, 30.8] 205.2 [69.3, 481.4] 

  DGRD 0.66 [0.43, 0.84] 8.4 [1.6, 27.9] 182.4 [78.0, 432.8] 

  RSTM 0.62 [0.41, 0.82] 11.0 [1.9, 35.0] 219.2 [70.5, 527.2] 

  SHRK 0.61 [0.31, 0.83] 7.9 [1.5, 32.8] 143.0 [61.4, 404.7] 

H4.S10.E1 KOB 0.57 [0.40, 0.74] 35.6 [6.6, 97.8] 558.5 [195.8, 1486.5] 

  GLBK 0.49 [0.30, 0.69] 35.9 [7.1, 95.7] 532.7 [194.4, 1486.4] 

  HAKE 0.53 [0.38, 0.71] 36.2 [6.4, 98.0] 455.9 [158.7, 1248.7] 

  PANG 0.68 [0.51, 0.85] 7.8 [1.6, 27.1] 152.7 [60.5, 397.7] 

  CRPN 0.50 [0.33, 0.68] 38.0 [7.2, 116.0] 465.8 [161.8, 1250.6] 

  SNTR 0.72 [0.55, 0.86] 8.8 [1.5, 26.2] 219.3 [77.2, 534.0] 

  ROMN 0.66 [0.46, 0.84] 8.7 [1.7, 28.5] 192.7 [84.4, 506.3] 

  DGRD 0.68 [0.46, 0.85] 7.6 [1.4, 27.7] 173.2 [65.9, 400.4] 

  RSTM 0.62 [0.39, 0.84] 11.1 [1.7, 34.5] 218.9 [73.1, 516.9] 

  SHRK 0.62 [0.32, 0.82] 7.5 [1.5, 25.7] 139.0 [58.0, 376.2] 

 710 
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Table 3 712 

Comparisons of differences in ARE and MD medians by species between the nominal CPUE 713 

and the best-performing DPC model (PC3.R4) for control and test simulations of the four-714 

habitat scenario (H4.S10).  Positive values indicate a better performance of the DPC model.  715 

Scenario Species 
   ARE (Nom - DPC)  MD (Nom - DPC) 

  Control Test Control Test 

H4.S10 KOB   -0.10 0.66 0.61 1.53 

  GLBK   -0.08 0.70 0.59 1.40 

. HAKE   -0.11 0.75 0.63 1.56 

  CRPN   -0.30 0.41 0.43 1.15 

  PANG   -0.16 0.48 0.44 1.38 

  SNTR   -0.32 0.71 0.34 1.31 

  ROMN   -0.17 0.45 0.35 0.98 

  DGRD   -0.16 0.38 0.33 0.95 

  RSTM   -0.12 0.42 0.37 0.93 

  SHRK   -0.10 -0.03 0.10 0.30 

 716 

 717 
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 719 

Fig. 1. The size of the fish image illustrates the habitat preference of fish species considered 720 

for the two-habitat four species (H2.S10) and the four-habitat ten species (H4.S10) 721 

multispecies fisheries scenarios. The H2.S4 scenarios are based on four species that are 722 

distributed across shallow- and deepwater habitats, excluding sharks (upper panel).  For the 723 

H4.S10 scenarios is extended to ten target species, which are distributed across the four 724 

different habitats: shallow- and deep water sediment and shallow- and deep water reef.  725 

726 
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 727 

Fig. 2. Underlying trends of the yearly proportion fishing trips directed to two (a) – ( b) and 728 

four (c) – (d) alternative target habitats. The control scenarios H2.S4.E1 (a) and H4.S10.E2 729 

(c) are based on constant targeted-effort, whereas time-varying trends of targeted-effort were 730 

implemented for test scenarios H2.S4.E2 (b) and H4.S10.E2 (d).     731 

732 
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 733 

Fig. 3. Examples of biplots illustrating the results from two selected Principal Components 734 

Analyses (PCA) of simulated 4
th

-root transformed catch composition matrixes based on 735 

randomly chosen simulation runs for H2.S4.E2 scenario (a) and the H4.S10.E2 scenario (b) – 736 

(c), respectively. 737 

738 
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 739 

 740 

Fig. 4. Randomly selected simulation replicates of generated biomass trajectories of four 741 

species for the H2.S4 scenario (a) and of ten species for the H4.S10 scenario (b); and 742 

simulated random noise associated with the underlying trends of the yearly proportion fishing 743 

trips directed to two (c) and four (d) alternative target habitats for the test scenarios H2.S4.E2 744 

and H4.S10.E2, respectively. 745 
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 747 

Fig. 5. Simulated frequency data of nominal CPUE records of for four species that are 748 

generated by randomly chosen simulation replicates for the test scenario H2.S4.E2.   749 
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 751 

Fig. 6. Boxplots of Absolute Relative Errors (ARE) and mean deviations (MD), averaged 752 

over all species, for each scenario and standardization model, with NOM denoting the 753 

nominal CPUE. Dashed lines indicate the median ARE and MD estimated for the nominal 754 

CPUE (NOM).  755 
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 757 

Fig. 7. Normalized Simulated ‘true‘ biomass trajectories of KOB (a) – (b), GLBK (c) – (d), 758 

HAKE (e) – (f) and PANG (g) – (h) for the two-habitat four species control scenario 759 

(H2.S4.E1) in comparison to normalized  nominal CPUE (left panel) and standardized CPUE 760 

(right panel) using PC1.R4 GAMs. The dashed lines show trends derived from simple log-761 

linear regressions fitted to the CPUE estimates.       762 
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 764 

Fig. 8. Normalized Simulated ‘true‘ biomass trajectories of KOB (a) – (b), GLBK (c) – (d), 765 

HAKE (e) – (f) and PANG (g) – (h) for the two-habitat four species test scenario (H2.S4.E2) 766 

in comparison to normalized  nominal CPUE (left panel) and standardized CPUE (right panel) 767 

using PC1.R4 GAMs. The dashed lines show trends derived from simple log-linear 768 

regressions fitted to the CPUE estimates.       769 

770 
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 771 

Fig.9. Boxplots of Eigenvalues for Principal Components (PCs) for all simulation scenarios.   772 

 773 


